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Abstract—In the fiscal year of 1998, The Ministry of Economy Trade and Industry (METI) of Japan
launched a national 5-year project called the Humanoid Robotics Project. As a part of this project, we
are developing a novel humanoid robot telexistence (tel-existence) system to assist and cooperate with
people. This paper describes a newly developed telexistence cockpit for humanoid robot control, and
shows a technical demonstration to evaluate the developed cockpit and the robot. A human operator
controls the robot within the remote cockpit as if he or she were inside the robot itself. The telexistence
cockpit consists of three subsystems: a three-dimensional (3D) audio/visual display subsystem, a
telexistence master subsystem, and a communication subsystem between the cockpit and the robot.
A series of real images are captured by cameras mounted on the robot and presented on the visual
display, and the human operator in the cockpit observes them with a sensation of real-time presence.
He or she can intuitively control the arms and hands of the slave robot through the telexistence master
subsystem with force feedback. '

Keywords: telexistence; telepresence; master—slave system; humanoid robotics project; augmented
reality.

1. INTRODUCTION

A teleoperated robot system is useful in various situations such as maintenance of
plants or power stations, operation of construction work, supply of aid in the case of
an emergency or disaster and care for elderly or handicapped people. A humanoid
robot 1s most desirable as a remote teleoperated robot because of its functionality,
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size an shape to realize the required tasks by substituting human activities in the
remote site.

In order to easily control the remote humanoid robot from a local site, it is
important to provide a natural sensation of presence to an operator, such as visual,
auditory, tactile and force sensations, as if the operator felt them directly in the
remote site. The concept of the system that makes it possible for an operator at
the control to perform remote manipulation tasks dexterously using a remote robot
by intuitively providing the natural sensation of presence to the operator is called
telexistence (tel-existence) [1] in Japan and telepresence [2] in the USA.

Before the concept of telexistence was proposed, there were several systems

~which aimed at a similar goal. In Italy, Mancini et al. developed a mobile
“teleoperated robot system, Mascot [3], as early as in 1960s. In France, Vertut
et al. developed a teleoperation system which controlled a submarine for deep
submergence technology [4] in 1977. Although these remote robots were not
humanoid types and no sensation of presence was provided in a strict sense, the
systems were very close to telexistence in a sense. Hightower et al. in the US
developed a humanoid (upper body)-type telexistence system, called Greenman [5],
during 1983 to 1988. TOPS (TeleOperator/ telePresence System) [6] was made in
the post project of Greenman.

In Japan, a telexistence system called TELESAR (Telexistence Surrogate Anthro-
pomorphic Robot) has been developed as a part of the Advanced Robotics Project
in Hazardous Environments (1983—1990) of METI (Japanese Ministry of ‘Econ-
omy, Trade and Industry) to realize the advanced teleoperated robot control system
in hostile environments [7, 8]. It was extended to the development of robots:in hu-
man coexistence environments [9—11]. Through these studies the telexistece design
procedure has been established.

After a 2-year feasibility study called Human Friendly Network Robotics (FNR),
which was conducted from April 1996 till March 1998, METI launched a National
Applied Science & Technology Project, ‘Humanoid and Human Friendly Robotics
(HRP)’, in 1998. 1t is a 5-year project toward the realization of a safe and
reliable human-friendly robot system capable of carrying out complicated tasks and
supporting humans within the sphere of human lives and activities by providing
humanoids, control cockpits and virtual robots for simulation.

Within HRP, as shown in Fig. 1, we have applied our telexistence technology to a
new type of cockpit system for controlling a humanoid biped robot.

Visual feedback with a sensation of presence and force feedback not only to upper
limbs but also to a hip for mobility sensation of the humanoid robot are the vital key
parts as well as other supporting systems such as the communication system and
the hand system. In this paper, we describe our design concept and method of a
newly developed telexistence cockpit for humanoid robot control, and demonstrate
the effectiveness of the cockpit designed for the humanoid robot. This was the
world premier experiment of controlling a humanoid biped robot using telexistence,
i.e. teleoperation with a real-time sensation of presence. ,
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Figure 1. Concept of the telexistence cockpit system.

2. TELEXISTENCE COCKPIT

2.1. Total system architecture

]

The telexistence cockpit that has been developed in this project (Fig. 2) consists of
three main subsystems: a audio/visual display subsystem, a teleoperation master
subsystem, and a communication subsystem between the cockpit and the humanoid
robot. Figure 3 shows the total system architecture of the cockpit and the robot.

2.2. Audio/visual display subsystem [12, 13]

In order to address the problem of narrow fields of view associated with head-
mounted displays (HMDs), we have recently developed a surround visual display,
using immersive projection technology (as adopted in the CAVE [14]). The
surround visual display panoramically presents real images captured by a stereo
multi-camera system for a wide field of view mounted on the robot, which allows
the operator to have the feeling of onboard motion when he or she uses the robot
to walk around. (When people walk around, a wide field of view has an important
effect on their sense of movement, particularly the outward-directing vectors in the
peripheral view.)

In addition, when the human operator uses the robot to manipulate an object at
a robot site, he or she needs an image precisely coordinated with his or her head
motion. An HMD system with a head-tracking function has been developed to meet
these needs. Since a binocular camera platform is originally installed, (we utilized
the binocular camera platform that was previously installed on the robot by Honda,
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Figure 2. General view of the telexistence cockpit.
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Figure 3. Total architecture of the cockpit and the robot.

Ltd.) the real right and left images captured by the binocular camera are presented
on the HMD as the camera precisely follows the operator’s head motion in real time.
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Figure 4. Stereo multi-camera system for a wide field of view (scale in cm).

Also, an augmented reality technique [15] is utilized to support the manipulation
of the operator and a virtual environment is supplemented to the real environment
images captured by the robot camera. A surround audio display system consists of
eight speakers mounted on the robot and headphones worn by the human operator.
A three-dimensional (3D) microphone system mounted on the robot detects sound
signals around the robot, which are displayed on the eight speakers and the
headphones.

The surround visual display, shown in Fig. 2, is composed of nine screens, each
152.4 cm (60 in) along the diagonal. Two projectors are located on the back of
each screen to display polarized right-eye and left-eye images. The operator wears
polarizing glasses to assemble a stereo image.

The stereo multi-camera system for the wide field of view mounted on the robot
is shown in Fig. 4. There are two sets of four small cameras: one set for each eye,
separated by a distance of 65 mm. Each camera corresponds to one screen. The real
images captured by the multi-camera system are presented on the four screens of
the surround visual display: left, right, center and bottom. Thus, the field of vision
is set at 150° in the horizontal, 19° in the upper vertical and 58° in the lower vertical
directions. ;

When the human operator manipulates an object through the robot hands, he looks
at the real images presented on the HMD. The HMD system with head-tracking
function has a counter-balancing mechanism so that the operator is not bothered by
the weight of the HMD he or she is wearing. Three axes are installed on the top
portion of a head, the left and right portions of the ears, and the top portion of the
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head, respectively. These axes enable the operator to move his head in thepan,
tilt and roll directions. The measurement cycle of the head tracking is 300 Hz
(maximum) and the time delay is lower than 2 ms. The field of view of the HMD is
48° horizontally and 36° vertically.

If a visual user interface provides only a camera image during teleoperation of
the robot, it is possible for the operator to get disoriented, and therefore unable
to navigate the robot’s location or orientation. This is because the operator has
to perceive and assess the robot’s situation based on Jlocal information provided
from the camera. In order to help the operator assess a situation and decide an
appropriate control action for the robot, (s)he needs to be provided with not only
local information from the camera but also global information.

Therefore, we have introduced the novel system of augmenting camera images
with global information that supports the operator’s navigation of the robot. Here,
we have constructed a computer graphics (CG) model of the humanoid robot
operating in the virtual environment (VE), using VRML (Virtual Reality Modeling
Language), as shown in Fig. 5. The VE is constructed to show the real environment
where the real robot is operating. As described in Section 4, the location and
orientation of the real robot is shown as the CG robot in the VE. We have both
the CG model in the VE and camera images presented on the surrounded visual
display, as shown in Fig. 2.

Figure 5. Graphical model of the humanoid robot in a virtual environment.
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2.3. Teleoperation-master subsystem [16, 17]

The telexistence teleoperation master system, shown in Fig. 6, consists of left and
right master arms, each with a gripping operation device, a motion-base and a 3D
mouse.

When using the teleoperation master system, a human operator leans on a seat
on the motion base, attaches the gripping operation device and grips the master
arm. Through the master arm and the gripping operation device, the operator
can remotely manipulate the robot arms with their hands. The motion base can
display vibration, shock and acceleration acting on the robot, as well as the relative

.displacement of the robot’s upper body from a reference position based on the
inclination of the operator.

Each master arm is designed as an exoskeleton type and has 7 d.o.f. This
redundancy in the d.o.f. allows the operator to execute multiple postures of a slave
arm directly using an elbow posture, the motion of which is tracked by a joint
motor on each master arm and measured by optical sensors located on the lower
links. The other joint motors generate appropriate force (up to 10 N) based on
the feedback force from the slave arm, which allows the operator to feel force and
moment naturally.

Each master arm has a recently developed gripping device, with which an operator
can easily operate open—close motion by feeling the gripping force of the slave
robot. '

Figure 6. General view of the teleoperation master system.
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In order to realize small and lightweight mechanisms as well as a wide operation
space for the thumb and the index finger, a wire tension mechanism with a passive
d.o.f. 1s used to facilitate the thumb’s radial abduction and ulnar adduction.

The developed motion base system allows the operator to experience locomotion
of a humanoid robot with a sensation of reality by representing its acceleration,
posture and motion. The motion base provides the operator with a sensation of
walking, displacement and upper body inclination by driving the seat position
under the operator’s standing posture. In order to minimize the displacement of an
operator’s focal point, the motion base system limits locomotive motion to a 3 d.o.f.
translation: back and forth (surge), left and right (sway), and up and down (heave).

The teleoperation master system has a 3D mouse for the operator to input com-
mands to the main control program, such as control mode change. The computation
time for controlling these subsystems is within 5 ms and the teleoperation master
system communicates with the robot periodically. We carried out various teleopera-
tion tests by using the developed teleoperation master system, and the results reveal
that kinesthetic presentation by using the master system with visual image greatly
improves both the operator’s sensation of walking and dexterity at manipulating
objects.

2.4. Communication subsystem

The communication system between the cockpit and the robot consists of two main
subsystems: one for communicating audio/visual information and the other for
control information. The audio and visual information is transmitted through an
analog communication module. The control information is exchanged and shared
through a shared memory module called a Reflective Memory Module, which is
shared and accessed by the audio/ visual display subsystem, the teleoperation master
subsystem, and the control system of the robot itself.

3. HAND TELEOPERATION SYSTEM
3.1. System

A robot hand teleoperation system has been developed to teleoperate a slave robot
hand with four fingers. We have used a Cybergrasp system as a master hand to
control the slave robot hand in real-time. The master hand system consists of a
Cyberglove, which senses the orientation of each of the operator’s fingers, and a
Cybergrasp, which displays information of the slave hand to the operator. Attached
to the Cybergrasp system is a Polhemus tracker, which can sense position and
rotation in 3D space by measuring the operator’s wrist position, in order to control
the robot arm. These devices are connected to the Engineering Work Station (EWS)
shown in Fig. 7. The software on the EWS translates information from the master
hand into control commands for the slave hand and likewise translates information
from the slave hand into control commands for the master hand. .
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Figure 7. Hand teleoperation system.

3.2. Function

We have developed two function modules to meet the demand of the use for
translating interactive information of master and slave hand systems.

1

3.2.1. Translation using five to four correspondence. Data from the five fingers
of the master hand is translated into data for the four fingers of the slave hand. This
was developed for grasping objects (Fig. 8a). The placement and force feedback of
the finger’s tip of a slave hand is calculated as follows. A line that is shaped from
the finger’s tips of a master hand is approximated to a curve and the finger’s tips of
a slave hand is placed along the curve. The force feedback of a slave hand is made
from a distribution of force of a master hand. However, it is difficult to grasp a small
object for this translation.

3.2.2. Translation using four to four correspondence. Data from the first four
fingers of the master hand is translated into data for the corresponding fingers of the
slave hand. This was developed for picking small objects (Fig. 8b).

4. EVALUATION OF THE DEVELOPED COCKPIT
4.1. Evaluation of the telexistence cockpit

In order to evaluate the usability of the cockpit for HRP robots, we carried out an
experiment that had an operator walk around and manipulate objects by utilizing
a humanoid robot as his surrogate. To demonstrate the possibility of using the
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Figure 8. (a) Five to four translation. (b) four to four translation.

developed system in the field of service robots, we built a mock-up shopping zone
in a real environment 3.5 x 6.0 m in size. We set a humanoid robot inside the mock-
up and a human operator in the telexistence cockpit in the remote site to control the
robot with a sensation of presence. The operator navigated the robot as if he were
inside the robot, and manipulated the robot’s arms and hands to handle a stuffed
animal, stack blocks, open and close a glass window, pick up a can from the inside,
place the can into a basket, etc.

When the operator controlled the robot to walk around, he wore polarizing glasses
and leaned on the sheet of the motion base. On the bottom-left screen of the
surrounding visual display, an operational menu appeared as shown in Fig. 9. The
menu included a 2D map of the environment and a series of operational commands
to the robot. The operator uses the 3D mouse to indicate on the map an objective
location and orientation for the robot to reach, and the menu system automatically
generated a path to reach the goal. If the operator issued a command to move the
robot, the robot actually walked to the goal.

While the robot walked around, the real images captured by the multi-camera
system for the wide field of view were displayed on four screens of the surrounding
visual display shown in Fig. 10. This made the operator feel as if he were inside
the robot, walking around the robot site. A CG model of the robot in the virtual
environment was represented and updated according to the current location and
orientation received from the real robot. It was displayed on the bottom-right screen
of the surround visual display (Fig. 5) and when augmented to the real images
captured by the camera system, it supported the operator’s navigation of the robot.
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Figure 11 illustrates the way in which the robot steps down stairs. Since the series
of real images presented on the visual display are integrated with the movement of
the motion base, the operator feels the real-time sensation of walking or stepping up
and down.

If no motion is presented to the operator, an operator easily get sick because
of the up and down motion of the images presented to the operator as the robot
moves. However, thanks to the motion base system that moves synchronized with
the presented images, the observed images becomes stabilized, so the operator is
prevented from getting dizzy. ,

In order to change the control mode from walking to manipulation, the operator
selected from the menu, wore the HMD, and used the left and right master arms and



210 S. Tachi et al.

B
L
.

o

.

Figure 11. Robot stepping down stairs.

Figure 12. Image displayed on the HMD.

hands to control the arms and hands of the slave robot. Real images were presented
on the HMD as shown in Fig. 12.

Figure 13 shows a photograph of picking up a can as an example. The operator
observed the binocular camera images on the HMD, and captured a can with the
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Figure 14. Operator in the cockpit.

arms and hands of the robot by operating the master arms and hands, while he felt a
force feedback received from the robot hands shown in Fig. 14. Figure 15 illustrates
the robot handing over the can to a child. ‘
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4.2. Evaluation of teleoperation of a robot hand

As an operator operates the attached master hand, he sees the 3D picture received
from the camera mounted on the head of the fixed slave robot and receives a
sensation of grasping an object, as shown in Fig. 16. As an evaluation task, we tried
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Figure 17. Grasping a can.

Figure 18. Exchanging an object from hand to hand.

to grasp a variety of objects (varying in shape, size and consistency) and to pack the
objects into a box. Figure 17 shows that the grasping operation is made possible by,
the function of the translation modules. Figure 18 shows the robot exchanging an
object from hand to hand by robot arm control. »
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5. CONCLUSION

A human operator in the telexistence cockpit we developed can navigate and
manipulate the humanoid robot as his surrogate as if he were inside the robot itself,
and can also expand his visual, audio and tactile abilities through the augmentation
of visual, audio and force feedback. This is the first experiment and success of
controlling a humanoid biped robot using telexistence.

The humanoid robotics project is now stepping up to the second phase of its
development, where the robot and the developed cockpit will be practiced and
evaluated in a real application field mentioned in Section 1. A human operator in
the telexistence cockpit can communicate with people around the humanoid robot
by utilizing the robot as a communication tool or interface, i.e. those in the cockpit
can communicate with people around the robot by sharing not only audio/ visual
information, but also embodied information, as shown in Fig. 15.

" RCML (R-Cubed Manipulation Language) and RCTP (R-Cubed Transfer Proto-
col) [11] were implemented so that the cockpit can be used as a server for the control
of the HRP robot through the Internet by using an RCML browser.

Thus, we conclude that the telexistence cockpit will be used as a human tool for
the augmentation of human ability, especially in expanding the limits of space and
time.
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